Winter, 2005

Monday, Feb. 14


Stat 321 - Day 17

Jointly Distributed Random Variables (5.1)

Lab 5 - Due at beginning of class on Wednesday, Feb. 23

You are encouraged to work with one other person on this lab and turn in one report with both names.  You will use Minitab (but do not need to access an existing worksheet). You can access the Word file from the web and you should copy and paste the output you create into Word as you proceed (save often!).  For your report, turn in your answers to the *’d questions below, being sure to show your work and include supporting output.  Be sure to show your work. Your calculations and sketches can be hand-drawn but should be imbedded in the body of the write-up. Turn in a print out or a floppy disk.

Scenario 1: 

Suppose that you and a friend agree to meet for lunch at a certain restaurant between 12:00 noon and 1:00PM.  Suppose that each person’s arrival time is uniformly distributed in that hour, independently of each other.  If each agrees to wait exactly fifteen minutes for the other before leaving, what is the probability that the two of you actually meet?

Predictions:

(a*) First, without doing any calculations, make a prediction for the value of this probability. 
(b*) What do you think this probability might be if you and your friend agreed to wait thirty minutes for each other?

(c*) How many minutes do you think you would have to wait for this probability to exceed one half?
Simulation:

You can approximate this probability, and get a sense for the situation, through simulations.

(d) First, use the computer to simulate one day’s arrival time for you and for your friend. If you measure the arrival time in minutes after noon, this means that each person’s arrival time follows a uniform distribution between 0 and 60.  In Minitab the commands are:

MTB> random 1 c1 c2;

SUBC> uniform 0 60.

MTB> name c1 'me' c2 'friend'
(e) Record the arrival times, and indicate whether you and your friend arrive within fifteen minutes of each other and therefore have a successful meeting.


Your arrival:
50.1357    Friend’s arrival: 21.8861
successfully meet? no

(f) Now use the computer to simulate a large number, say 1000, of arrival times for you and for your friend.  In Minitab the commands are:

MTB> random 1000 c1 c2;

SUBC> uniform 0 60.

(g*) Produce and examine visual dispays of each person’s arrival time distribution separately.  Do they appear to be pretty uniform?  

Yes they both appear to be rather uniform, with a bit more varience inside of the friend data.

(h*) Look at a scatterplot of your friend’s arrival time vs. yours:

MTB> plot c2*c1

Do you see any pattern, or do the points appear to be randomly scattered?

They appear to be totally random.

(i) Create two new variables: (1) Your arrival time minus your friend’s, and (2) the absolute value of this difference.  In Minitab the commands are:

MTB> let c3=c1-c2

MTB> let c4=abs(c3)

MTB> name c3 'me-friend' c4 'absdiff'

(j*) Produce and examine visual displays of the distributions of these two variables separately.  Describe the two distributions.

The histogram of me-friend is normal with a uniform distribution. The histogram of absdiff is positively skewed.

(k*) Use the simulation results to approximate the following probabilities


You both arrive within the first half-hour: 

MTB> let c5=(c1<30 & c2<30)
MTB> tally c5

Tally for Discrete Variables: C5 

C5  Count

 0    752

 1    248

N=   1000


You arrive first: 

MTB> let c6=(c3<0)


MTB> tally c6

Tally for Discrete Variables: C6 

C6  Count

 0    489

 1    511

N=   1000


You arrive within fifteen minutes of each other


MTB> let c7=(c4<15)


MTB> tally c7
Tally for Discrete Variables: C7 

C7  Count

 0    545

 1    455

N=   1000

What proportion of the 1000 simulated arrivals satisfy each statement? (A one indicates the statement is true)

See above tally outputs.

(l*) Produce a plot that gives different symbols to the points that correspond to you two meeting: 


MTB> plot c2*c1;


SUBC> symbol c7.

Describe the region where the two of you will meet.

Diagonal (~45°)  red section with a linear shape. It covers about 1/2 of the overall region depicted.

(m*) Use the same simulation results to approximate the probability that you would meet if you agree to wait 30 minutes for each other.

Tally for Discrete Variables: C8 

C8  Count

 0    237

 1    763

N=   1000

Probability = 763/1000 = 0.763
Exact Solution:

Let X represent your arrival time (Uniform (0,60)) and Y represent your friends.

(o*) What does it mean to say your arrival time is uniformly distribution between 0 and 60? Specify the pdf that describes your arrival time and sketch this pdf.

It means that all of your arrival times have equal probability of occurring between 0 and 60. 

pdf = 1/60
If the random variables are independent, then the joint pdf can be expressed as the product of the individual pdfs: f(x,y) = f(x)f(y) for continuous rv’s and p(x,y) = p(x)p(y) for discrete rv’s.

(p*) Since we are assuming that you and your friend arrive independently of each other, specify f(x,y), the joint probability density function for you and your friend’s arrival times. Over what region is this function defined?  

F(x,y) = 1/60 * 1/60 = 1/3600

Continuous case: joint pdf f(x,y) with P(a<X<b, c<Y<d) = 
[image: image1.wmf] 

Probability of a region corresponds to the volume under the joint pdf over that region.

To be a legitimate joint pdf, f(x,y) must be nonnegative and (double) integrate to one.

(q) Use double-integration techniques to verify that this is a legitimate pdf:



[image: image2.wmf] = [1/3600 * X] 

In general, you can calculate probabilities involving a pair of continuous random variables by double-integrating the joint pdf to determine the volume underneath f(x,y) and above the region of interest.  Since the joint pdf is constant for this example, we can determine the volume by multiplying the area of the region by this constant height.  First you will determine this area using geometry.

Geometry

(r) In the graph below, shade the region that corresponds to time in which you and your friend meet. (You may want to start with the “x=y” line where you arrive at the same moment and think about how far from that line you can arrive and still meet. Refer to your simulation results as well.)

​​​[image: image3.wmf]
(s*) Determine the area of this region.  [Hint: It may be easier to find the area of the unshaded region first.]  Then multiply by the height above this region as determined by the pdf to determine the volume (note this is the fraction of the square you have shaded). This is the probability of a successful meeting.

Overall area = 60 * 60 = 3600

Shaded area = 3600 - 2(45*45 / 2) =  * 1/3600 = 0.5625

(t*) Is this probability close to the approximate value you found with your simulation?

Estimated was .455 and the actual was .5625, which is close, but noticeably off the mark.

(u*) Repeat this analysis (finding the corresponding fraction of the square) to find the probability that you meet if you agree to wait thirty minutes for each other.  Is this close to what your simulation suggested?

[image: image4.wmf]
Shaded area = 3600 - 2(30*30 / 2) = 2700 * 1/3600 = .75

Estimated was .763 and the actual was .75

General Waiting Time:

(v*) Now let the number of minutes that you agree to wait be a variable, call it m.  Follow your analysis above to express the probability that you and your friend meet as a function of m.
P(meet) = 3600 - (60 - m)2 / 3600

(w*) Use the computer to graph this function for values of m ranging from 0 to 60.  Describe the behavior of this function.  


[image: image5.wmf]
(x*) Determine how long each person would have to agree to wait in order for this probability to equal .5. [Find a solution algebraically but verify with your above results.]

P(meet) = 3600 - (60 - m)2 / 3600 = .5.  m = 17.57

(y*) Determine how long each person would have to agree to wait in order for this probability to equal .9.  You can verify this by checking your simulation and/or analytic results.

P(meet) = 3600 - (60 - m)2 / 3600 = .9.  m = 41.026

Joint Probability Density Function Analysis: Now you will determine the probability using double-integration techniques to calculate the volume.

(z*) If you and your friend wait 15 minutes, integrate your joint pdf to find the probability that you meet.  You will have to use a double integral and think carefully about how to define the limits of integration.  Hint: Again, it may be simpler to determine the probability of you not meeting and use the complement rule. For example, to find the volume associated with the lower triangle, you can let x range from 15 to 60 but then the inner integral over values of y will be bounded above by a function of x instead of a constant (see picture below).

[image: image6.png]



Scenario II
Let X represent the amount of hours past noon when you arrive and Y the amount of hours past noon when your friend arrives.  Now suppose your arrival time follows a beta(3,1) distribution and your friend’s follows a beta (2,1) distribution where these are defined over the interval (0,1).

(a*) Use Minitab to simulate your arrival times:

Describe the behavior of these individual and joint arrival times.  Where are the largest concentrations of values?  What do these distributions imply about each person’s arrival behavior? Do you think you will be more or less likely to arrive within 15 minutes of each other?

The individual distributions are negatively skewed.  The join arrival times are closest to the end of the hour.  The plot shows concentrations near the end of the hour, the upper corner of the plot.  Both have a tendency to be late.  Since they both share later arrival times, this increases their chance of meeting up (arriving within 15 minutes of each other).  

(b*) Use the simulation results to estimate the following probabilities:


You both arrive within the first half-hour: 

MTB> let c5=(c1<.5 & c2<.5)
MTB> tally c5

Tally for Discrete Variables: C5 

C5  Count

 0    966

 1     34

N=   1000


You arrive first: 

MTB> let c6=(c1<c2)


MTB> tally c6

Tally for Discrete Variables: C5 

C5  Count

 0    966

 1     34

N=   1000


You arrive within 15 minutes of each other



MTB> let c7=(abs(c1-c2)<.25)
MTB> tally c7

Tally for Discrete Variables: C7 

C7  Count

 0    438

 1    562

N=   1000

(c*) A Beta distribution on the interval (0,1) has the form f(x)=()/()()xx-1 

for 0 
[image: image7.wmf] x 
[image: image8.wmf] 1 where (x)=x! when x is integer.  Express the pdf’s (simplify) for you (X(Beta(3,1)) and your friend (Y(Beta(2,1)).  Sketch each pdf.  

(X(Beta(3,1)): f(x)=()/()()xx-1 = 4x2 

(Y(Beta(2,1)): f(x)=()/()()xx-1 = 3x

(d*) What is the joint pdf?  Over what region?  

 Joint pdf = 3x * 4x2 = 12x3

Region: 0 to 1
Scenario III
Now suppose that each person’s arrival time is normally distributed with a mean of 30 minutes

after the hour and a standard deviation of ten minutes, again independently of each other.
(f*) Repeat (a)-(d) from Part II

A: Describe the behavior of these individual and joint arrival times.  Where are the largest concentrations of values?  What do these distributions imply about each person’s arrival behavior? Do you think you will be more or less likely to arrive within 15 minutes of each other?

C1 was relatively symmetric, as was C2. The largest concentrations were around the value 30, which is the middle of the hour. They are likely to arrive right in the middle of the possible times. They are likely to arrive together as the concentrations for each graph are around approximately the same region. Since they are both likely to arrive in the middle, if one arrives a little early or a little late the other is still likely to catch him.

B:  You both arrive within the first half-hour: 

MTB> let c5=(c1<.5 & c2<.5)
MTB> tally c5

Tally for Discrete Variables: C5 

C5  Count

 0   1000

N=   1000


You arrive first: 

MTB> let c6=(c1<c2)


MTB> tally c6

Tally for Discrete Variables: C6 

C6  Count

 0    487

 1    513

N=   1000


You arrive within 15 minutes of each other



MTB> let c7=(abs(c1-c2)<.25) MTB> tally c7

Tally for Discrete Variables: C7 

C7  Count

 0    986

 1     14

N=   1000

(c*) Normal distro over the region

(d*) What is the joint pdf?  Over what region?  

 Joint pdf = 3x * 4x2 = 12x3

Region: 0 to 1
Do you think you will be more or less likely to arrive within 15 minutes of each other?

(g*) Let the random variable X denote your arrival time and Y denote your friend’s.  One can show that if X and Y are independent random variables with respective means x and y and respective standard deviations x and y, then the random variable F=X-Y has mean E(F)=x-y and variance V(F)=x2 + y2.  Furthermore, one can show that if X and Y are both normally distributed, then the difference F also has a normal distribution.  

(h*) Specify the pdf of the F, the difference in your arrival times.  Draw a well-labeled sketch of the pdf (either by hand or with the Java applet) 

(i*) Create a column of the differences of the simulated arrival times.  Does the distribution of this column agree with this theoretical distribution?  Explain.

(j*) Determine the exact probability that you will meet. [Hint: What has to be true about F for you to meet?]  Is the exact probability close to the approximation from your simulation? 

Summary

(a*) Write a paragraph summarizing how the probability of meeting compares across the three scenarios.

(b*) Briefly summarize how the probability of you both arriving in the first 30 minutes and you arriving first compare as well. (This comparison can be based entirely on the simulation results.)
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